
September 2003: Hard and Fast Rule: Always Use p=0.05. Not. (New 
Rule, 1.18). 
 
Introduction 
 
The issue of the nature of significance level and p-value and their use—
appropriate or inappropriate—continues to be of interest in the statistical 
literature. Most statisticians equate p-value with significance level, for 
example, Matthews and Farewell (1988, pages 16-18) and Utts (1999, 
page 159 and 379). The Oxford English Dictionary defines significance 
level at the “level at or extent to which a result is statistically significant.” 
A significance test is a “method used to calculate the significance of a 
result; hence significance testing.” The OED cites Venn (1888) as the first 
user of statistical significance. 

 
Rule of Thumb 
 
Do not slavishly adhere to a critical value of 0.05 when making statistical 
inferences. 
 
Illustration 
 
There is very little difference between a p-value of 0.045 and 0.055. 
Additional illustrations are given below. 
 
Basis of the Rule 
 
The best interpretation of a p-value is that it describes the inverse of the 
distance of the observed statistic from some hypothesized parameter value. 
The less area to the right of the statistic the further away from the 
hypothesized parameter it is. Since distance is a continuous measure there 
is little rationale for picking one particular distance and insisting that 
distances less than that value are significant and distances greater are 
significant. 
 
Discussion and Extensions 
 
As indicated there is a great deal of merit in thinking of a p-value as a 
distance measure. The distance is expressed in units of probability. The 
primary reason for doing this is that it unifies many measurement 
situations. Not only can means be compared, but also variances, 
correlations, and regression coefficients. For example, an observed mean 
that is two standard errors away from hypothesized value has different p-
values depending on whether the standard deviation is estimated from the 
data (leading to the use of the t-distribution) or whether the standard 
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deviation is assumed known (leading to the standard normal distribution). 
The p-value captures these two situations. 
  
Another reason for thinking of p-values as distance measures is that it 
makes it immediately clear why we need to observe the result or more 
extreme. Students frequently find this puzzling and counter-intuitive. As 
soon as the distance interpretation is invoked the requirement becomes 
intuitive. 
 
So where did the “rule” of using p=0.05 come from? The history is 
fascinating but would take too long to recount here. The phrase 
statistically significant, according to the Oxford English Dictionary 
originated with Venn’s book on the Logic of Chance (1962, page 486).  
Venn wants to investigate whether the “mean height of 2,315 criminals 
differs from the mean height of 8,585 members of the general adult 
population,” the difference being “about two inches.”  He calculates the 
standard error of the difference and decides, not surprisingly, that the 
“odds against this [i.e. the same] are many billions to one.” The 
significance testing pattern is already here. A null hypothesis (no 
difference) is postulated, a difference and its standard error are calculated, 
and the probability of observing this result or more extreme is calculated. 
Today, the p-value calculated by Venn would not be disputed but the 
sampling strategy leading to the two samples would. 
 
A second instance is a calculation made by Karl Pearson (1907, page 183). 
He uses the phrase “significance test.” He implies  (page 181) that at that 
time it was a common rule to declare a sample difference significant if it 
exceeded the probable error. The probable error is that value such that 
50% of the area exceeds it. For the standard normal distribution this value 
is 0.67449. In other words, the critical value is 0.5! Not 0.05.   
 
Dallal (2003) gives a very complete description of R.A. Fisher’s views 
and practice of p-values. Two quotes from Fisher cited in this article will 
give a flavor. 
“ The value for which P=0.05, or 1 in 20, is 1.96  or nearly 2; it is 
convenient to take this point as a limit in judging whether a deviation 
ought to be considered significant or not.” (Fisher, 1958, page 44). 
 
“A man who ‘rejects’ a hypothesis, as a matter of habitual practice, when 
the significance is at the 1% level or higher, will certainly be mistaken in 
not more than 1% of such decisions…However, the calculation is absurdly 
academic, for in fact no scientific worker has a fixed level of significance 
at which from year to year, and in all circumstances, her rejects 
hypotheses; he rather gives his mind to each particular case in the light of 
his evidence and his ideas. Further, the calculation is solely based on a 
hypothesis, which in the light of the evidence, is often not believed to be 
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true at all, so that the actual probability of erroneous decision, supposing 
such a phrase to have any meaning, may be much less than the frequency 
specifying the level of significance.” (Fisher, 1956, pages 41-42). 
 
Thus, R.A. Fisher did not intend to absolutize a p-value of 0.05. The 
whole structure of significance testing has continued to generate debate 
and discussion. It is not possible to go into that here. The following 
references are useful starting points. The book edited by Morrison and 
Henkel (1970) contains reprints of papers—primarily in the social 
sciences—discussing the topic. One notable omission is any article by 
R.A. Fisher! Bartholomew (chapter 3) contains a nice overall discussion of 
tests of significance. Finally, Salsburg (2001) discusses at an informal 
level statistical developments in the twentieth century. This listing is 
idiosyncratic, reflecting my reading over the last few months. 
 
In epidemiology and statistical genetics critical values other than 0.05 are 
frequently recommended. Maldonado and Greenland (1992) recommend 
using a critical value of 0.20 in testing for confounding.  In genetics, only 
lod scores equivalent to p-values of 0.01 are considered significant. The 
lod score of a specific p-value is ln(p/(1-p)). For a value of 0.05 the lod 
score is 4.6. 
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Why P=0.05? 

Why P=0.05?

The standard level of significance used to justify a claim of a statistically significant effect is 0.05. For 
better or worse, the term statistically significant has become synonymous with P 0.05. 

There are many theories and stories to account for the use of P=0.05 to denote statistical significance. 
All of them trace the practice back to the influence of R.A. Fisher. In 1914, Karl Pearson published his 
Tables for Statisticians & Biometricians. For each distribution, Pearson gave the value of P for a series 
of values of the random variable. When Fisher published Statistical Methods for Research Workers 
(SMRW) in 1925, he included tables that gave the value of the random variable for specially selected 
values of P. SMRW was a major influence through the 1950s. The same approach was taken for Fisher's 
Statistical Tables for Biological, Agricultural, and Medical Research, published in 1938 with Frank 
Yates. Even today, Fisher's tables are widely reproduced in standard statistical texts. 

Fisher's tables were compact. Where Pearson described a distribution in detail, Fisher summarized it in a 
single line in one of his tables making them more suitable for inclusion in standard reference works*. 
However, Fisher's tables would change the way the information could be used. While Pearson's tables 
provide probabilities for a wide range of values of a statistic, Fisher's tables only bracket the 
probabilities between coarse bounds. 

The impact of Fisher's tables was profound. Through the 1960s, it was standard practice in many fields 
to report summaries with one star attached to indicate P  0.05 and two stars to indicate P  0.01, 
Occasionally, three starts were used to indicate P  0.001. 

Still, why should the value 0.05 be adopted as the universally accepted value for statistical significance? 
Why has this approach to hypothesis testing not been supplanted in the intervening three-quarters of a 
century? 

It was Fisher who suggested giving 0.05 its special status. Page 44 of the 13th edition of SMRW, 
describing the standard normal distribution, states 

The value for which P=0.05, or 1 in 20, is 1.96 or nearly 2; it is convenient to take this 
point as a limit in judging whether a deviation ought to be considered significant or not. 
Deviations exceeding twice the standard deviation are thus formally regarded as 
significant. Using this criterion we should be led to follow up a false indication only once 
in 22 trials, even if the statistics were the only guide available. Small effects will still 
escape notice if the data are insufficiently numerous to bring them out, but no lowering of 
the standard of significance would meet this difficulty. 

Similar remarks can be found in Fisher (1926, 504). 

... it is convenient to draw the line at about the level at which we can say: "Either there is 
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something in the treatment, or a coincidence has occurred such as does not occur more 
than once in twenty trials."... 

If one in twenty does not seem high enough odds, we may, if we prefer it, draw the line at 
one in fifty (the 2 per cent point), or one in a hundred (the 1 per cent point). Personally, 
the writer prefers to set a low standard of significance at the 5 per cent point, and ignore 
entirely all results which fail to reach this level. A scientific fact should be regarded as 
experimentally established only if a properly designed experiment rarely fails to give this 
level of significance. 

However, Fisher's writings might be described as inconsistent. On page 80 of SMRW, he offers a more 
flexible approach 

In preparing this table we have borne in mind that in practice we do not want to know the 
exact value of P for any observed 2, but, in the first place, whether or not the observed 
value is open to suspicion. If P is between .1 and .9 there is certainly no reason to suspect 
the hypothesis tested. If it is below .02 it is strongly indicated that the hypothesis fails to 
account for the whole of the facts. Belief in the hypothesis as an accurate representation of 
the population sampled is confronted by the logical disjunction: Either the hypothesis is 
untrue, or the value of 2 has attained by chance an exceptionally high value. The actual 
value of P obtainable from the table by interpolation indicates the strength of the evidence 
against the hypothesis. A value of 2 exceeding the 5 per cent. point is seldom to be 
disregarded. 

These apparent inconsistencies persist when Fisher dealt with specific examples. On page 137 of 
SMRW, Fisher suggests that values of P slightly less than 0.05 are are not conclusive. 

[T]he results of t shows that P is between .02 and .05. 

The result must be judged significant, though barely so; in view of the data we cannot 
ignore the possibility that on this field, and in conjunction with the other manures used, 
nitrate of soda has conserved the fertility better than sulphate of ammonia; the data do not, 
however, demonstrate this point beyond the possibility of doubt.

On pages 139-140 of SMRW, Fisher dismisses a value greater than 0.05 but less than 0.10. 

[W]e find...t=1.844 [with 13 df, P = 0.088]. The difference between the regression 
coefficients, though relatively large, cannot be regarded as significant. There is not 
sufficient evidence to assert that culture B was growing more rapidly than culture A. 

while in Fisher [19xx, p 516] he is willing pay attention to a value not much different. 
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...P=.089. Thus a larger value of 2 would be obtained by chance only 8.9 times in a 
hundred, from a series of values in random order. There is thus some reason to suspect 
that the distribution of rainfall in successive years is not wholly fortuitous, but that some 
slowly changing cause is liable to affect in the same direction the rainfall of a number of 
consecutive years.

Yet in the same paper another such value is dismissed! 

[paper 37, p 535] ...P=.093 from Elderton's Table, showing that although there are signs of 
association among the rainfall distribution values, such association, if it exists, is not 
strong enough to show up significantly in a series of about 60 values.

Part of the reason for the apparent inconsistency is the way Fisher viewed P values. When Neyman and 
Pearson proposed using P values as absolute cutoffs in their style of fixed-level testing, Fisher disagreed 
strenuously. Fisher viewed P values more as measures of the evidence against a hypotheses, as reflected 
in the quotation from page 80 of SMRW above and this one from Fisher (1956, p 41-42) 

The attempts that have been made to explain the cogency of tests of significance in 
scientific research, by reference to hypothetical frequencies of possible statements, based 
on them, being right or wrong, thus seem to miss the essential nature of such tests. A man 
who "rejects" a hypothesis provisionally, as a matter of habitual practice, when the 
significance is at the 1% level or higher, will certainly be mistaken in not more than 1% of 
such decisions. For when the hypothesis is correct he will be mistaken in just 1% of these 
cases, and when it is incorrect he will never be mistaken in rejection. This inequality 
statement can therefore be made. However, the calculation is absurdly academic, for in 
fact no scientific worker has a fixed level of significance at which from year to year, and 
in all circumstances, he rejects hypotheses; he rather gives his mind to each particular case 
in the light of his evidence and his ideas. Further, the calculation is based solely on a 
hypothesis, which, in the light of the evidence, is often not believed to be true at all, so 
that the actual probability of erroneous decision, supposing such a phrase to have any 
meaning, may be much less than the frequency specifying the level of significance. 

Still, we continue to use P values nearly as absolute cutoffs but with an eye on rethinking our position 
for values close to 0.05**. Why have we continued doing things this way? A procedure such as this has 
an important function as a gatekeeper and filter--it lets signals pass while keeping the noise down. The 
0.05 level guarantees the literature will be spared 95% of potential reports of effects where there are 
none. 

For such procedures to be effective, it is essential ther be a tacit agreement among researchers to use 
them in the same way. Otherwise, individuals would modify the procedure to suit their own purposes 
until the procedure became valueless. As Bross (1971) remarks, 
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Anyone familiar with certain areas of the scientific literature will be well aware of the 
need for curtailing language-games. Thus if there were no 5% level firmly established, 
then some persons would stretch the level to 6% or 7% to prove their point. Soon others 
would be stretching to 10% and 15% and the jargon would become meaningless. Whereas 
nowadays a phrase such as statistically significant difference provides some assurance that 
the results are not merely a manifestation of sampling variation, the phrase would mean 
very little if everyone played language-games. To be sure, there are always a few folks 
who fiddle with significance levels--who will switch from two-tailed to one-tailed tests or 
from one significance test to another in an effort to get positive results. However such 
gamesmanship is severely frowned upon and is rarely practiced by persons who are native 
speakers of fact-limited scientific languages--it is the mark of an amateur. 

Bross points out that the continued use of P=0.05 as a convention tells us a good deal about its practical 
value. 

The continuing usage of the 5% level is indicative of another important practical point: it 
is a feasible level at which to do research work. In other words, if the 5% level is used, 
then in most experimental situations it is feasible (though not necessarily easy) to set up a 
study which will have a fair chance of picking up those effects which are large enough to 
be of scientific interest. If past experience in actual applications had not shown this 
feasibility, the convention would not have been useful to scientists and it would not have 
stayed in their languages. For suppose that the 0.1% level had been proposed. This level is 
rarely attainable in biomedical experimentation. If it were made a prerequisite for 
reporting positive results, there would be very little to report. Hence from the standpoint 
of communication the level would have been of little value and the evolutionary process 
would have eliminated it. 

The fact that many aspects of statistical practice in this regard have changed gives Bross's argument 
additional weight. Once (mainframe) computers became available and it was possible to calculate 
precise P values on demand, standard practice quickly shifted to reporting the P values themselves rather 
than merely whether or not they were less than 0.05. The value of 0.02 suggested by Fisher as a strong 
indication that the hypothesis fails to account for the whole of the facts has been replaced by 0.01. 
However, science has seen fit to continue letting 0.05 retain its special status denoting statistical 
significance. 

*Fisher may have had additional reasons for developing a new way to table commonly used distribution 
functions. Jack Good, on page 513 of the discussion section of Bross (1971), says, "Kendall mentioned that 
Fisher produced the tables of significance levels to save space and to avoid copyright problems with Karl 
Pearson, whom he disliked." 

**It is worth noting that when researchers worry about P values close to 0.05, they worry about values slightly 
greater than 0.05 and why they deserve attention nonetheless. I cannot recall published research downplaying P 
values less than 0.05. Fisher's comment cited above from page 137 of SMRW is a rare exception. 
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